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The dawn of Cyberbalkanization1.

“It is some time in the future. Technology has
greatly increased people’s ability to "filter" what
they want to read, see, and hear. [...] With the aid
of a television or computer screen, and the Inter-
net, you are able to design your own newspapers
and magazines. Having dispensed with broadcast-
ers, you can choose your own video programming,
with movies, game shows, sports, shopping, and
news of your choice. You mix and match.”

Excerpt from Chapter 1: “the daily me”.

1Sunstein, Cass R. (2001). Republic.com. Princeton: Princeton University Press.



Polarized structures?
I Filter bubbles,
I Echo chambers,
I Extremism,
I Radicalization...

We will discuss algorithmic ideas to
detect and mitigate these phenomena.

Pariser, Eli. The filter bubble: What the Internet is hiding from you. Penguin UK, 2011.



Detection



An early example of filter bubbles: link networks between political blogs prior to the
2004 US election (Adamic and Glance, 2005).

“In fact, 91% of the links originating within either the conservative or liberal communities stay within
that community2”

2Adamic, Lada A., and Natalie Glance. "The political blogosphere and the 2004 US election: divided they blog." Proceedings of the 3rd international
workshop on Link discovery. 2005.



“..there is also some amount of linking to opposing points-of-view. [...] numerous links substantively
engage others’ arguments3” (Hargittai et al., 2008)

3Hargittai, Eszter, Jason Gallo, and Matthew Kane. "Cross-ideological discussions among conservative and liberal bloggers." Public Choice 134.1-2
(2008): 67-86.



How the network is built is crucial (Conover et al., 2011a):

“Community structure is evident in the retweet network, but less so in the mention network.4”

4Conover, Michael, et al. "Political polarization on twitter." AAAI WSM 2011.



Direct application of known methods might fail: “...not clear how much modularity is
“enough” to state that a social network is polarized [...] on a non-polarized network, cross-group
interactions should be at least as frequent as interactions with internal nodes on the community.7”

(Guerra et al., 2013)

Definitions
Boundary: nodes
interacting with the other
community.
Polarization: a measure
of how much boundary
interactions stay within the
community. Facebook friends.

Graduates-undergraduates.
Modularity: 0.24. Polarization: -0.24.

Political blogs.
Liberals-conservatives.
Modularity: 0.48. Polarization: 0.18.

7Guerra, Pedro, et al. "A measure of polarization on social media networks based on community boundaries." AAAI WSM 2013.



Biaswatch: a pipeline to detect opinion bias (Lu et al., 2015)

1. Find strongly biased users,

2. Propagate bias,

3. Optimize.

“ Overall, we see a significant
improvement of 20.0% in accuracy and
28.6% in AUC on average over the
next-best method8.”

8Lu, Haokai, James Caverlee, and Wei Niu. "Biaswatch: A lightweight system for discovering and tracking topic-sensitive opinion bias in social
media." CIKM 2015.



Polarization around death of Hugo Chávez
(Morales et al., 2015).
Choice of influential users + DeGroot opinion
formation model in retweet network.

Morales, Alfredo Jose, et al. "Measuring political polarization: Twitter shows the two sides of Venezuela." Chaos: An Interdisciplinary Journal of
Nonlinear Science (2015).



“Which topics spark the most heated debates on social
media?” (Garimella et al., 2018)

Random walk controversy

RWC = PXX PYY − PXY PYX .

Controversial Non-controversial

Retweet networks - controversy scores.

Follow networks - controversy scores.

Garimella, Kiran, et al. "Quantifying controversy on social media." ACM Transactions on Social Computing (2018)



Motif-based controversy detection (Coletto et al.,
2017).
Classifier with features from follow + reply graphs

Filtering Accuracy Precision Recall F-measure

Baseline

>2 users 0.76 0.79 0.81 0.80
>3 users 0.77 0.80 0.82 0.81
>10 users 0.78 0.81 0.83 0.82

Baseline + dyadic motifs

>2 users 0.82 0.84 0.86 0.85
>3 users 0.83 0.85 0.86 0.85
>10 users 0.84 0.86 0.88 0.87

Baseline + dyadic and triadic motifs

>2 users 0.83 0.85 0.86 0.85
>3 users 0.84 0.86 0.85 0.86
>10 users 0.85 0.87 0.88 0.87

Dyadic motifs only

>2 users 0.75 0.77 0.82 0.80
>3 users 0.75 0.77 0.82 0.80
>10 users 0.77 0.79 0.84 0.82
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Coletto, Mauro, et al. "A motif-based approach for identifying controversy." AAAI WSM. 2017.



Check your assumptions!

“...we empirically demonstrate that groups holding
antagonistic views can actually retweet each
other more often than they retweet other groups9.”
(Guerra et al., 2017)

Table 2: Local rivalries in Brazilian Soccer.
Brazilian state local rivalries

M. Gerais Cruzeiro, Atlético
S. Paulo SPFC, Santos, Corint., Palmeiras

R. G. do Sul Grêmio, Internacional
R. de Janeiro Flamengo, Flumin., Vasco, Botafogo
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9Guerra, Pedro, et al. "Antagonism also flows through retweets: The impact of out-of-context quotes in opinion polarization analysis." Proceedings
of the International AAAI WSM 2017.



A look at conflict between Reddit
communities. (Kumar et al., 2018)
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I “74% of negative mobilizations are initiated
by 1% of source communities10.”

I “...a more fierce defense may be a more
effective mitigation strategy, compared to
ignoring or isolating the attacking users.”
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10Kumar, Srijan, et al. "Community interaction and conflict on the web." WWW 2018.



Methods based on signed networks
(+ and - edges).

Highland tribes data set.



Community detection + partitioning based on
the “first” eigenvector of the signed
adjacency matrix (limited to 2 groups).
(Bonchi et al., 2019)

RE

Detected communities are highly polarized

Example: network of mentions between US congresspeople

Later extended to k groups by
(Tzeng et al., 2020).

Bonchi, Francesco, et al. "Discovering polarized communities in signed networks." CIKM 2019.

Tzeng, Ruo-Chun, Bruno Ordozgoiti, and Aristides Gionis. "Discovering conflicting groups in signed networks." NeurIPS 2020.



Finding polarized groups with
queries (Xiao et al., 2020)
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Xiao, Han, Bruno Ordozgoiti, and Aristides Gionis. "Searching for polarization in signed graphs: a local spectral approach." WWW 2020.



Finding balanced subgraphs
(Ordozgoiti et al., 2020).

+ +

+

- -

+︸ ︷︷ ︸
Balanced

+ +

-

- -

-︸ ︷︷ ︸
Not balanced

The four possible non-isomorphic signed
triangles.

A perfectly polarized subgraph in the Bitcoin
trust network.

Ordozgoiti, Bruno, Antonis Matakos, and Aristides Gionis. "Finding large balanced subgraphs in signed networks." WWW 2020.



Recovering signed stochastic block model using power mean
Laplacians (Mercado et al., 2019).

(c) L−10 (d) L−1 (e) L0 (f) L1

(g) L10 (h) LSN (i) LBN (j) H
with two clusters of size 100 and 50 runs. In Fig. 3a: + is

(Abbe, 2017)

Mercado, Pedro, Francesco Tudisco, and Matthias Hein. "Spectral clustering of signed graphs via matrix power means." ICML 2019.



Mitigation



Problem definition (Matakos et al., 2017)
Given a Friedkin-Johnsen opinion network, find the best k moderators.

Opinion ∈ [−1, 1].

A node’s opinion is a function of its neighbours’.

Moderator’s opinion = 0.

(a) (b)

(a)

(c)

(e)

Matakos, Antonis, Evimaria Terzi, and Panayiotis Tsaparas. "Measuring and moderating opinion polarization in social networks." DAMI 2017.



Problem definition (Garimella et al., 2017a)
Given a network, add k edges to reduce Random Walk Controversy as much as possible.

I Efficient algorithm11, faster than O(n2).

I Possibility of rejection taken into account.

Figure 2: Comparison of the proposed methods (ROV and ROV-AP) with related approaches (NetGel, MioBi,
Shortcut) for 2% of the total edges added. The Greedy algorithm considers all possible edges.

Figure 3: Comparison of different edge-addition strategies after the addition of 50 edges.

50 edges, drawn at random from the sampled vertices, and
corresponding to the 4 possible combinations (high/non-high
to high/non-high edges). Figure 3 shows the results of these
simulations. We see that, despite the fact that high-degree
vertices are selected at random, connecting such vertices
gives the highest decrease in polarity score (blue line).

6.5 Case study
In order to provide qualitative evidence on the functioning

of our algorithms on real-world datasets, we conduct a case
study on three datasets. The datasets are chosen for the
ease of the interpretation of the results, since they represent
topics of wider interest (compared to beefban, for example,
which is specific to India).

The results of the case study are summarized in Table 3.
We can verify that the recommendations we obtain are mean-
ingful and agree with our intuition for the proposed methods.
The most important observation is that when comparing
ROV and ROV-AP we see a clear difference in the type of
edges recommended. For example, for obamacare, ROV rec-
ommends edges from mittromney to barackbobama, and from
barackobama to paulryanvp (2012 republican vice president
nominee). Even though these edges indeed connect opposing

sides, they might be hard to materialize in the real world.
This issue is mitigated by ROV-AP, which recommends
edges between less popular users, yet connects opposing
viewpoints. Examples include the edge (csgv, dloesch) for
guncontrol, which connects a pro-gun-control organization
to a conservative radio host, or the edge (farhankvirk, pame-
lageller), which connects an islamist blogger with a user who
wants to “Stop the Islamization of America.”2

Additionally, we provide a quantitative comparison of the
output of the two algorithms, ROV and ROV-AP, by ex-
tracting several statistics regarding the recommended edges.
In particular we consider: (i) Total number of followers. We
compute the median number of followers from all edges sug-
gested by ROV and ROV-AP. A high value indicates that
the users are more central. (ii) Overlap of tweet content, For
each edge we compute the Jaccard similarity of the text of
the tweets of the two users. We aggregate these values for
each dataset, by taking the median among all edges. A higher

2Note that since some of the data is from 2012-13, some accounts
may have been deleted/moved (e.g., paulryanvp, truthteam2012).
Also, some accounts may have changed stance in these years.
Interested readers can use the Internet Archive Wayback Machine
to have a look at past profiles.
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Reducing Polarization

Figure 6.1. An example retweet graph for the topic #russia_march. The green and black dots
indicate nodes picked by our algorithm.

because, intuitively, we expect users from each side to accept content from
different sides with different probabilities, and we assume these probabilities
are encoded in, and can be learned from, the graph structure itself. For example,
a user with polarity close to −1 is more likely to endorse a user with a negative
polarity than a user with polarity +1.

Now let u and v be two users with polarity Ru and Rv, respectively. Moreover,
assume that u is not connected to v in the current instantiation of the graph.
Let p(u,v) be the probability that u accepts a recommendation to connect to v.
We estimate p(u,v) from training data. Given a dataset of user interactions, we
estimate p(u,v) as the fraction

Ne(Ru,Rv)/Nx(Ru,Rv)

where Nx(Ru,Rv) and Ne(Ru,Rv) are the number of times a user with polarity
Rv was exposed to or endorsed (respectively) content generated by a user of
polarity Ru. Nx(Ru,Rv) is computed by assuming that if v follows u, v is exposed
to all content generated by u.

Figure 6.1 shows an example retweet network with edges recommended by
our algorithm added.

6.1.2 User level recommendation

Problems 1 and 2 solve the problem of finding the best pairs of users to connect
in a network. These are the best pairs in an ideal situation that help to make
the entire society (or the topic) less polarized. However, even with the addition
of the acceptance probabilities, there is no guarantee that these pairs of users
will accept a recommendation to connect.

A simpler, more realistic variant of the above problem is to make connections
at a user level, that is, to help a user reduce their polarization. Based on this,
we define the following problem.

Problem 3 (k-EDGEADDITIONUSER). Given a graph G(V ,E), a user u and an

49

Nodes chosen in the #russia_march retweet graph.

Garimella, Kiran, et al. "Reducing controversy by connecting opposing views." WSDM 2017.
11Demo: https://users.ics.aalto.fi/kiran/reducingControversy/homepage/

https://users.ics.aalto.fi/kiran/reducingControversy/homepage/


Problem definition
(Matakos et al., 2020a)
Given a network of users and a set of items, all
with ideological leanings, recommend k items to a
set of users so as to maximize exposure diversity
across the network.

Assumptions:
I Propagation is an independent cascade.
I Users unlikely to spread ideologically-far items.
I Monotone submodular obj. s.t. matroid constraint.
I Efficient alg. with modified reverse-reachable

sets.

Related work: (Matakos et al., 2020b; Garimella
et al., 2017b; Becker et al., 2020)

Aslay, Cigdem, et al. "Maximizing the diversity of exposure in a social network." ICDM 2018.

Icons: draw.io, Loïc Poivet via Wikimedia Commons



Problem definition (Musco et al., 2018)
Given n agents and an opinion dynamics model, what is the
network structure with given weight that minimizes
polarization and disagreement simultaneously?

min
L

zT z + zT Lz

s.t. L ∈ L
Tr(L) = 2m

?

“Should a recommender system prefer a link suggestion between two users with similar mindsets to
keep disagreement low, or two users with different opinions in order to expose each to the others
viewpoint of the world?”

Result
There is always a graph with O(n/ε2) edges that achieves a (1 + ε)-approximation.

Musco, Cameron, Christopher Musco, and Charalampos E. Tsourakakis. "Minimizing polarization and disagreement in social networks." WWW
2018.



Conflict risk minimization in a Friedkin-Johnsen model (each user i has an internal si and and
expressed opinion zi ) (Chen et al., 2018).

Measures of conflict :

I Internal conflict:
∑

i(zi − si)
2.

I External conflict:
∑

(i,j)∈E wij(zi − zj)
2.

I Controversy:
∑

i z2
i .

I Resistance: r = zT s.

Conservation law of conflict
IC+2×EC+C= sT s =

∑
i s2

i .

Proposal: minimize expected and worst-case
conflict risk over s, w.r.t. edge editions.

Figure 3: TheACR,WCR, and conflict for the three described
internal opinion vectors over consecutive iterations. (a), (b)
are based on an ER model (n = 50,m = 60) with gradient
descent k ′ = 1; (c), (d) on Karate with coordinate descent.

Figure 4: Optimal results using the two algorithms. (a) is the
original graph; (b) is the result of coordinate descent; (c) is
the result of gradient descent with k ′ = 5 at each iteration;
(d) is the result of gradient descent with k ′ = 25.

the beginning and the time increases as edges are added, which is

acceptable in practice.

6 RELATEDWORK
Social network analysis research almost invariably relies on data

from online social media and microblogging sites. In particular

Twitter [9, 15, 21, 27] is often the scene of controversial debates.

Notable studies are Conover et al., who performed research on the

retweet and mention networks from Twitter, and differentiated

between the two mechanisms [9], and Garimella et al., who used

conversation graphs obtained from twitter to quantify controversy

for any topic [15]. While online social media expose the users to

various kinds of opinions, the effects of ‘filter bubbles’ and ‘echo

chamber’ have attracted increasing amounts of attention in recent

years [4, 18]: when people only get information that corroborates

their own opinions and communicate only with like-minded people,

there is a risk that society will be increasingly fragmented and

polarized, although there is an ongoing debate about this issue [18].

Research about polarization and controversy has so far mostly

focused on political issues. Morales et al. studied the emergence

of political polarization and quantified its effects by a polarization

index [27]. Akoglu quantified the political polarity of individuals

and political issues by doing classification and ranking tasks [1].

It defines a node classification task on edge-signed (+/-) bipartite

opinion network, then predicts latent political classes of people and

opinion subjects and ranks people and issues.

Opinion formation models are not always used; some prior work

focuses on the underlying structure of the social network, or as-

sumes there are only two groups for ‘pro’ and ‘contra’. Coletto et

al. used only local patterns of user interactions (motifs) [8]. Guerra

et al. focused on the nodes in the community boundaries [21]. Ran-

dom Walk Controversy (RWC) scores are used to quantify contro-

versy in [15] as the difference between the properties of a random

walk ending in different opinion partitions. Amin et al. studied the

problem of identifying and separating polarization using a matrix

factorization based gradient descent algorithm [3].

Different measures have been proposed for quantifying polariza-

tion or controversy. Modularity is regarded as a traditional measure

for polarization [30], but Guerra et al. argue that it is not a good

measure since non-polarized networks may also be divided into

modular communities in [21]. Then they proposed their novel polar-

ization metric P based on boundary nodes and found that polarized

networks tend to have low concentration on high-degree nodes in

the boundary between two communities. The Social Network Dis-

tance (SND) is a distance measure that quantifies the likelihood of

evolution of one snapshot of a social network into another snapshot

under a chosen opinion dynamic model in [2]. To quantify contro-

versy in social networks in any topic domain, a three-step pipeline

is proposed in [15]. It was found that the RWC outperformed many

other controversy measures, including the betweenness, embed-

ding, boundary connectivity, and dipole moment.

A major and increasingly important focus of research is whether

polarization and controversy can be engineered, e.g. by editing the

graph or affecting opinions of a selected set of individuals. In [17],

the edge-recommendation problem is studied based on the endorse-

ment graph, with the goal to reduce the controversy score (namely

the RWC), and the acceptable probability of the recommended edge

is taken into account. The addition of edges is discussed in [6] in

order to reduce the social cost, namely the lack of agreement in

Research Track Paper KDD 2018, August 19-23, 2018, London, United Kingdom
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Chen, Xi, Jefrey Lijffijt, and Tijl De Bie. "Quantifying and minimizing risk of conflict in social networks." KDD 2018.



RePBubLik (Haddadan et al., 2021) (WSDM ’21).

Definitions
Consider a graph with vertices of 2 colours.

I Bubble radius of v : hitting time of a vertex of a
different colour from v .

I Parochials: nodes with high BR.
I Cosmopolitans: nodes with low BR.

Problem: add k edges to maximally reduce n. of
parochials.

Results: monotone submodular objective. Approx.
guarantees.
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(d) PolBlogs
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Figure 1: The first row shows the Δ(𝐺, Σ) (y-axis) for increasing value of 𝑘 , reported in terms of %L𝐺 , the union of possible
edges across P𝐶 (𝐺) and 𝐶 for 𝐶 ∈ 𝑅, 𝐵, (x-axis) for each algorithm. Higher values of Δ show more significant reduction of
the structural bias. In the second row, we show the percentage of nodes that are still parochial, %P =

|P (𝐺) |− |P(𝐺new) |
|P(𝐺) | after 𝑘

additions.

Wikipedia

Topic |𝑅 | |𝐵 | |𝐸 |𝑅→𝐵 |𝐸 |𝐵→𝑅 |𝐸 | %P𝑅 (𝐺) %P𝐵 (𝐺)
Abort. 208 413 80 170 1911 85.56 89.20
Guns 142 118 72 79 723 82.95 71.69
Pol. 10347 10129 17452 16484 141486 25.97 42.36
Sociol. 602 2283 284 192 10514 91.32 96.36

Amazon

Topic |𝑅 | |𝐵 | |𝐸 |𝑅→𝐵 |𝐸 |𝐵→𝑅 |𝐸 | %P𝑅 (𝐺) %P𝐵 (𝐺)
MaTe 827 566 25 42 675 90.91 79.63
MiHi 446 405 66 63 482 58.33 63.46
MaAs 827 294 11 6 680 97.31 95.15

PolBlogs

Topic |𝑅 | |𝐵 | |𝐸 |𝑅→𝐵 |𝐸 |𝐵→𝑅 |𝐸 | %P𝑅 (𝐺) %P𝐵 (𝐺)
Politics 545 488 902 781 17348 87.71 90.37

Table 1: Networks’ statistics. The notation is consistent with
the rest of the paper.

allocate 𝑘𝐵 and 𝑘𝑅 of the 𝐾 edge insertions to each color propor-
tionally to the sum of the BRs of the parochial vertices in each color.
In particular, we define 𝑌𝐶 =

∑
𝑣∈P𝐶 (𝐺) B

𝑡
𝐺
(𝑣), for 𝐶 ∈ 𝑅, 𝐵, then

𝑘𝐵 =

⌈
𝑘

𝑌𝐵
𝑌𝐵+𝑌𝑅

⌉
and 𝑘𝑅 = 𝐾−𝑘𝐵 . This allocation strategy is a simple

but reasonable heuristic that ensures that more edges are added
from nodes whose color is more parochial.

We assign the weight𝑚𝑣,𝑢 = 1/(𝑑 (𝑣)+1) to the added edge (𝑣,𝑢),
where 𝑑 (𝑣) is the out-degree of 𝑣 before the insertion, and then we
re-normalize the weights of the other edges by multiplying each of
them by 1 −𝑚𝑣,𝑢 . Furthermore, we set 𝑟 = 5 and 𝑏 = 2. Moreover,
for the algorithms picking the top-N central nodes 𝑁 = 10. To
account for variability of the algorithm, we run them 10 times. The
variance of the results is low, overall.

The code for our experiments is available from https://github.
com/CriMenghini/RePBubLik.

Experiment results. In Fig. 1, the plots in the first row show how
the structural bias is affected by the insertion of an incrementally
larger set of edges, while the ones on the second row show the
reduction in the number of parochial nodes. Each curve in the
plot illustrates the gain by a different algorithm. We can draw the
following observations. (1) RePBubLik+ performs better than the
baselines and the competitors, especially after the insertion of a
few edges, as they obtain much larger gain with fewer insertions,
i.e., the average BR of parochial nodes decreases faster requiring
less modifications. (2) N-RCN, N-WRC, and ROV after a certain
point become flat. (3) Overall, RePBubLik+ is the best algorithm.
(4) The values of RePBubLik+and PR converge, at different speed,
to the same value when we add more edges. (5) node2vec, in the
best cases, shows little improvement of the structural bias that, in
the remaining cases, stays flat or even increases. We now explain
these behaviours using the plots on the second row of Fig. 1.

(1) RePBubLik+ chooses edges that directly affect the BR of cen-
tral nodes and, with a chain effect, the BR of nodes connected to
them. More central are the nodes we attach the edges to, higher
the structural bias drop is. In fact, it follows, as shown for all the
networks, that the addition of even small set of edges is very ef-
fective. Additionally, we observe that the structural bias reduction
corresponds to a significant drop of the number of parochial nodes.

(2) N-RCN, N-WRC, and ROV attach edges only to a subset of
P(𝐺) and as 𝑘 increases, so does the probability of adding multiple
edges to the same nodes. These facts imply respectively that, espe-
cially on disconnected graphs (see MiHi in Fig. 1c), the addition of
edges may affect few nodes, and that even the insertion of more
edges does not modify the set of nodes on which the new edges
have effect. Thus, the curves of N-RCN, N-WRCN and ROV reach
an early saturation that expresses the scarce impact of subsequent

Haddadan, Shahrzad, et al. "RePBubLik: Reducing the Polarized Bubble Radius with Link Insertions." WSDM 2021.
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Predicting political alignment on Twitter (Conover et al., 2011b)
SVM trained on different feature vectors:
I Tweet text
I Hashtags
I Network structureIV. CLASSIFICATION

One of the central goals of this paper is to establish effective
features for discriminating politically left- and right-leaning
individuals. To this end we examine several features from
two broad categories: user-level features based on content
and network-level features based on the relationships between
users. Each feature set is represented in terms of a feature-
user matrix M , where Mij encodes the value for feature i
with respect to user j.

For content-based classifications we use linear support
vector machines (SVMs) to discriminate between users in
the ‘left’ and ‘right’ classes. In the simple case of binary
classification, an SVM works by embedding data in a high-
dimensional space and attempting to find the hyperplane that
best separates the two classes [25]. Support vector machines
are widely used for document classification because they
are well-suited to classification tasks based on sparse, high-
dimensional data, such as those commonly associated with text
corpora [26].

To quantify performance for different feature sets we report
the confusion matrix for each classifier, as well as accuracy
scores based on 10-fold cross-validation. For a confusion
matrix containing true left (tl), true right (tr), false left (fl)
and false right (fr), the accuracy of a classifier is defined by:

accuracy =
tl + tr

tl + tr + fl + fr
(2)

where tl is the number of left-leaning users who are correctly
classified, and so on.

A. Content Analysis
1) Full-Text: To establish a performance baseline, we train

a support vector machine on a feature-user matrix correspond-
ing to the TFIDF-weighted terms (unigrams) contained in
each user’s tweets [27]. In addition to common stopwords we
remove hashtags, mentions, and URLs from the set of terms
produced by all users, a step we take to facilitate comparison
with other feature sets. Additionally, we exclude terms that
occur only once in the entire corpus because they carry no
generalizable information and increase memory usage. After
these preprocessing steps, the resulting corpus contains 13,080
features, each representing a single term.

To make it clear how we compute vectors for each user and
his associated tweets let us define TFIDF in detail. The TFIDF
score for term i with respect to user j is defined in terms of
two components, term frequency (TF) and inverse document
frequency (IDF). TF measures the relative importance of term
i in the set of tweets produced by user j, and is defined as:

TFij =
nij∑
k nk,j

(3)

where nij is the number of times term i occurs in all tweets
produced by user j, and

∑
k nk,j is the total number of terms

in all tweets produced by user j. IDF discounts terms with
high overall prominence across all users, and is defined as:

IDFi = log
|U |
|Ui|

(4)

TABLE V
SUMMARY OF CONFUSION MATRICES AND ACCURACY SCORES FOR

VARIOUS CLASSIFICATION FEATURES, WITH THE SECTIONS IN WHICH
THEY ARE DISCUSSED.

Features Conf. matrix Accuracy Section

Full-Text
[
266 107
75 431

]
79.2% § IV-A1

Hashtags
[
331 42
41 465

]
90.8% § IV-A2

Clusters
[
367 6
38 468

]
94.9% § IV-B

Clusters + Tags
[
366 7
38 468

]
94.9% § IV-B

where U is the set of all users, and Ui is the subset of users
who produced term i. A term produced by every user has no
discriminative power and its IDF is zero. The product TFij ·
IDFi measures the extent to which term i occurs frequently
in user j’s tweets without occurring in the tweets of too many
other users.

The classification accuracy for this representation of the
data is 79%, and its confusion matrix is shown in Table V.
The lower accuracy bound for this approach, assuming that all
ambiguous users are incorrectly classified, is 72.6%.

2) Hashtags: Hashtags emerged organically within the
Twitter user community as a way of annotating topics and
threads of discussion. Since these tokens are intended to mark
the content of discussion, we might expect that they contain
substantial information about a user’s political leaning.

In this experiment we populate the feature-user matrix with
values corresponding to the relative frequency with which user
j used a hashtag i. This value is equivalent to the TF measure
from Equation 3, but described in terms of hashtags rather
than unigrams. We note that weighting by IDF did not improve
performance. Eliminating hashtags used by only one user we
are left with 4,701 features. For this classification task we
report an accuracy of 90.8%; see Table V for the confusion
matrix. The lower bound on this approach, assuming that all
ambiguous users were misclassified, is 83.5%.

As evidenced by its higher accuracy score, a classifier that
uses hashtag metadata outperforms one trained on the unigram
baseline data. Analogous findings are observed in biomedical
document classification, where classifiers trained on abstracts
outperform those trained on the articles’ full text [28]. The
reasoning underlying this improvement is that abstracts are
necessarily brief and information rich. In the same way,
Twitter users must condense substantial semantic content into
hashtags, reducing noise and simplifying the classification
task.

3) Latent Semantic Analysis of Hashtags: Latent semantic
analysis (LSA) is a technique used in text mining to discover a
set of topics present in the documents of a corpus. Based on the
singular value decomposition, LSA is argued to address issues
of polysemy, synonym, and lexical noise common in text

TABLE VI
MOST EXTREME HASHTAG COEFFICIENTS FOR SECOND LEFT SINGULAR

VECTOR. THIS LINEAR COMBINATION OF HASHTAGS APPEARS TO
CAPTURE VARIANCE ASSOCIATED WITH POLITICAL ALIGNMENT.

Hashtag Coeff. Hashtag Coeff.
#tcot 0.380 #p2 -0.914
#sgp 0.030 #dadt -0.071
#ocra 0.020 #p21 -0.042
#hhrs 0.013 #votedem -0.039
#twisters 0.012 #lgbt -0.038
#tlot 0.011 #p2b -0.032
#whyimvotingdemocrat 0.009 #topprog -0.027
#rs 0.005 #onenation -0.025
#ftrs 0.004 #dems -0.023
#ma04 0.004 #gop -0.021
#tpp 0.003 #hcr -0.017

corpora [29]. Given a feature-document matrix, the singular
value decomposition UΣV t, produces a factorization in terms
of two sets of orthogonal basis vectors, described by U and V t.
The left singular vectors, U , provide a vector basis for terms in
the factorized representation, and the right singular vectors, V ,
provide a basis for the original documents, with the singular
values of matrix Σ acting as scaling factors that identify the
variance associated with each dimension. In practice, LSA is
said to uncover hidden topics present in a corpus, a claim
supported by the analytical work of Papadimitriou et al. [30].

We apply this technique to the hashtag-user matrix in an
attempt to identify latent factors corresponding to political
alignment. The coefficients of the linear combination of hash-
tags most strongly associated with the second left singular
vector, shown in Table VI, suggest that one is present in
the data. Hashtags with extreme coefficients for this dimen-
sion include #dadt for ‘Dont Ask Don’t Tell’, #p2 for
Progressives 2.0, #tcot for Top Conservatives on Twitter,
and #ocra for ‘Organized Conservative Resistance Alliance.’
The hashtag #whyimvotingdemocrat originally became a
trending topic among left-leaning users, but was subsequently
hijacked by right-leaning users to express sarcastic reasons
they might vote for a Democratic candidate. A consequence
of these coefficients is that users who use many left-leaning
hashtags will have negative magnitude with respect to this
dimension, and users who use many right-leaning hashtags
will have positive magnitude in this dimension. Figure 1 shows
clear separation between left- and right-leaning users in terms
of the first and second right singular vectors.

A support vector machine trained on features describing
users in terms of the first two right singular hashtag vectors
does not improve accuracy compared to hashtag TF scores
alone. Expanding the feature space to the first three LSA
dimensions improves performance by an insignificant amount
(about 0.1%), and the addition of subsequent features only
degrades performance.

B. Network Analysis

The previous two feature sets are based on the content of
each user’s tweets. We might also choose to ignore this content
entirely, focusing instead on the relationships between users.

Fig. 1. Users plotted in the latent semantic space of the first and second
right singular vectors. Colors correspond to class labels.

Many social networks exhibit homophilic properties — that
is, users prefer to connect to those more like themselves —
and as a consequence structural information can be leveraged
to infer properties about nodes that tend to associate with one
another [31], [32]. In the following, we focus on the largest
connected component of the retweet network, as previous work
suggests that it may tend to segregate ideologically-opposed
users [24].

The cluster structure of the retweet network was established
by applying a community detection algorithm using the label
propagation method of Raghavan et al. [33]. Starting with an
initial arbitrary label (cluster membership), this greedy method
works by iteratively assigning to each node the label that is
shared by most of its neighbors. Ties are broken randomly
when they occur. Owing to this stochasticity, the label propa-
gation method can return different cluster assignments for the
same graph, even with the same initial conditions. Empirical
analysis highlighted further instability resulting from random
starting conditions: the algorithm easily converges to local
optima.

To address this issue we used initial label assignments based
on the clusters produced by Newman’s leading eigenvector
modularity maximization method for two clusters [34], rather
than assigning labels at random. To verify that consistent
clusters are produced across different runs of the algorithm
for the same starting conditions, we repeated the analysis one
hundred times and compared the label assignments produced
at every run.

The similarity of two label assignments C and C ′ over
a graph with n nodes can be computed by the Adjusted
Rand Index (ARI) [35] as follows. Arbitrarily number the two
clusters of C as c1, c2, and likewise number the clusters of C ′

First two LSA factors of the hashtag-user matrix.

Conover, Michael D., et al. "Predicting the political alignment of twitter users." 2011 IEEE third international conference on privacy, security, risk
and trust and 2011 IEEE third international conference on social computing.



Node classification and ranking based on signed bipartite
network12.
Markov random field MLE with loopy belief propagation.
(Akoglu, 2014)

12Akoglu, Leman. "Quantifying political polarity based on bipartite opinion networks." Proceedings of the International AAAI Conference on Web and
Social Media, 2014.



User and source ideology with joint NMF
(Lahoti et al., 2018).

Setting
I User-user matrix A ≈ UHuUT .

I User-source matrix C ≈ UHsV T .

5.2 Ground truth

Ideology scores for sources: We collect ground truth for news-

media channels from multiple studies in the literature: (i) 500 most

shared news domains on Facebook [3] (ii) 100 most visited domains

in Bing toolbar [14] and (iii) 27 domains from an offline survey and

webpage visit data [17]. Each of these scores roughly measures the

fraction of views/shares/clicks by a conservative user. We map all

scores in the [0,1] range, 1 being conservative. For the domains

listed in multiple lists we compute the ideology by averaging the

scores. We also remove domains that are not necessarily news

sources (e.g., wikipedia.org, reddit.com, etc.). In total, we collect 559

news domains with ground-truth ideology scores. We refer to this

dataset as content ground truth.

Ideology scores for Twitter users:We use two different ground-

truth scores for users: (i) barbera: ideology score estimated by

Barberá et al. [5], which applies Bayesian ideal point estimate on

nearly 12 million Twitter users, and (ii) avg_content: average
ground-truth ideology scores of the sources tweeted by the user.

Popularity scores for sources: We use the aggregated number

of tweets about each news media channel in the collected data set

as a proxy for the popularity of the source.

Popularity scores for users: Since the collection of users is a

random set of people on user, we do not have any ground truth for

popularity of Twitter users.

5.3 Baseline algorithms

We compare our method with three types of methods for ideol-

ogy detection: network-only, content-only, and a combination of

network and content.

Network-only: We consider two types of network-only methods:

(i) nmf-based methods that can provide a continuous ideology

score for a user between 0 and 1; and (ii) other methods that only

produce binary labels for ideology (a user is either liberal or conser-

vative).We use symmetric nmf (nmf-symm) [12], a 3-factor nmf
shown to be equivalent to normalized-cut spectral clustering [11],

retweet a method based on partitioning the retweet graph [15]

and follow a graph partitioning approach on the follow network.

In order to construct a source-source relationship matrix, we use

C
T
C. It is noteworthy that network-only methods perform only

one-side clustering — one data type at a time. Hence, we need to ap-

ply the methods separately for users and content sources. As such,

network-only methods do not provide any information about the

correspondence between the two clusterings. Further, retweet
and follow return only binary labels, hence we do not use this

baseline for comparing ideology scores.

Content-only:Weuse orthogonal nmf tri-factorization (onmtf),
a co-clustering approach [12], and dual manifold co-clustering

(dmcc) [21]. In thesemethods the bipartite contentmatrixC is used

to co-cluster the rows (users) and columns (sources) of the matrix

simultaneously using bi-orthogonality and graph-regularization

constraints.

Network and content: We compute ideology scores of Twitter

users estimated by kulshrestha et al. [22] (kulshrestha) and
Lu et al. [27] (biaswatch).
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Figure 2: Popular media outlets and their ideology leaning

scores computed by our method.

Proposed methods:We use the proposed method ifd, and a vari-
ant of ifd without graph-regularization constraints (ifd-ngr).
We initialized U and V randomly from a uniform distribution in

[0,1] and Hu and Hs as identity matrices of size k . Parameters α
and β are chosen using grid search. Additional details on various

approaches tried for parameter initialization, parameter tuning,

and stability of the algorithms with respect to the parameters are

omitted due to lack of space, and will be provided in the full version

of the paper.

5.4 Experimental setup

Evaluation measures.We perform two types of qualitative evalu-

ation tasks: (i) quality of ideological cluster separation (into liberal

or conservative clusters) and (ii) correlation between the computed

ideology scores and ground-truth scores. In order to evaluate clus-

ter separation, we measure purity, adjusted Rand index (ari),
adjusted mutual information (ami), and normalized mutual infor-

mation (nmi) between the clusters detected by the algorithm and

the set of ground-truth communities derived by separating users

at ideology score threshold at 0.5. In order to measure correlation

between the computed ideology scores and the ground-truth scores,

we use Pearson mutual correlation coefficient (corr).

5.5 Results

Ideology estimates for users and sources. At a first look, the

user ideology scores seem intuitive with the top liberal users being

@barackobama (score: 0.0), @berniesanders (0.0), @thedemocrats

(0.0) and top conservative users @tedcruz (score: 0.99), @sean-

hannity (0.99), and @davidlimbaugh (0.9). Figure 2 shows popular

news-media outlets and their ideology leaning scores computed by

our method. We observe that the position of the news sources is as

expected: Liberal-leaning news outlets (e.g., nytimes, washington

post, the guardian) are on the left, and conservative news outlets

(e.g., fox news, breitbart, rushlimbaugh) on the right. This is also

consistent with the survey-based results found by [28]. While it

is easy to identify the extreme left and right, it is more difficult to

identify the neutral users and sources (like yahoo, mediaite, white-

house.gov, etc), which, in fact, is the most important subset of users

and sources to tackle the information filter-bubble issue.

Technical Presentation WSDM’18, February 5-9, 2018, Marina Del Rey, CA, USA

356

Figure 3: Polarization of the audience of news sources. Values on the x-axis represent the ideology score of users and values

on the y-axis represent the kernel density estimate of the number of users at each point.

(a) Democratic Party (b) Republican Party

Figure 4: Ideological position of @thedemocrats and @gop

(black dots) and their content engagement. Points in the grey

are the sources that the user never interacted with.

sources with similar ideology lie close to each other. Finally, we

connect users to the sources that they consume by drawing a link

between them. The size of a source node is proportionate to the

number of times a user has consumed content from the said source.

In order to increase the ease of visual interpretation, we color the

content according to the ideological learning (blue: liberal, green:

neutral and red: conservative). Content not consumed by the user

is colored gray.

Figure 4 presents a prototype for two popular Twitter accounts

from the two ends of the political spectrum: the Republican Party

(@gop) and the Democratic party (@thedemocrats).3 From this

figure, one can visually observe their own ideological positioning

as well as the ideology of the content that they engage with. For

instance, @thedemocrats is heavily liberal in their ideology (ide-

ology score 0.0). The content consumed by @thedemocrats is also

heavily biased on the liberal side. As expected, a large fraction of the

content they engage with is from the left (mainly liberal media like

nytimes.com and washingtonpost.com), and negligible amount from

the opposite point of view, whereas the opposite is true for @gop.

It is interesting to observe that the Republican party account has a

higher engagement with diverse view points than the Democrats.

6.2 Making ideologically diverse content
recommendations

Garimella et al. [16] proposed an approach to diffuse a user’s filter

bubble by connecting him to a user outside his bubble from the

opposing viewpoint. Their approach is mainly based on identify-

ing users from opposing sides and optimizing a global function.

Here, we build on top of that idea and use our computed ideology

3An interactive web version of these plots can be accessed at
http://resources.mpi-inf.mpg.de/d5/filterbubble.
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Figure 5: Logical diagram of user content recommendation

by sampling from the Gaussian over “ideology” and “popu-

larity” positioning.

to diffuse a user’s bubble by recommending him content from an

opposing viewpoint, along with an option to choose how willing

the user is to explore the other side. Recommending ideologically

diverse content to a user can be controlled by the user using two

parameters: ideology tolerance threshold θ and popularity thresh-

old δ . Intuitively, a user is more likely to accept content within the

region+θ and−θ on either side of the user’s ideological positioning,

and +δ and −δ on either side of his popularity position. Figure 5a

visualizes a hypothetical user in the original ideology latent space

and the transformed ideology-popularity coordinate space (detailed

in Section 4). Consider that we build two Gaussian distributions

around the user box (see Figure 5b) with their means centered at

user’s ideology and popularity score respectively, and variance as

a function of the tolerance threshold given as input by the user.

We can now sample content from these Gaussian distributions and

use it for recommending content to the user. As desired, in such a

sampling, the content close to the user’s own ideology and popu-

larity score has a higher probability of being selected. As we move

closer to the thresholds, the probability of an article being selected

gradually decreases. This “box” gives the space of exploration for a

user and depending on the user’s willingness to explore (based on

parameters θ ,δ ), they can see content outside their bubble.

7 CONCLUSIONS

We considered the problem of identifying ideological leaning of

users and news sources (content) on Twitter. The paper tackles

two main challenges: (i) learning the ideological latent factors of

users and content in a joint model that explores simultaneously

user-to-user and user-to-content relations; and (ii) embedding the

discovered factors in a common latent space so as to support visu-

alization and exploration of the results. Our approach distinguishes

itself from most existing work in the area in three major ways. First,
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“...reported accuracies have been systemically over-optimistic due to the way in which validation
datasets have been collected13.(Cohen and Ruths, 2013)”

Previous works focus on highly-political accounts (politicians or self-declared users). This work:

I US politicians,

I users with self-reported political orientation,

I modest users who do not declare their political views, but make sufficient mention of politics.

Result
I Performance drops from ≥ 90% to 65%.

I “We found that classifiers based on politicians, while achieving 91% labeling accuracy on other
politicians, only achieved 11% accuracy on politically modest users.”

13Cohen, Raviv, and Derek Ruths. “Classifying political orientation on Twitter: It’s not easy!.” AAAI WSM.



Finding early signs of Trump support on Reddit
(Massachs et al., 2020).
“We find that homophily-based and social
feedback-based features are the most predictive
signals.”

Roots of Trumpism WebSci ’20, July 6–10, 2020, Southampton, United Kingdom
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Figure 1: ROC curves of themost predictive feature sets: par-
ticipation, scores, direct interaction; and the combination of
participation and scores. We only report the performance
obtained by the best algorithm among logistic regression
and random forest. All classifiers use information from2012
to predict Trump support in 2016.

Homophily. Participation is the best-performing feature among
the basic sets; it achieves an average F1-score of 34.8% ± 0.7. This
result suggests that homophily is the most powerful predictor of
Donald Trump support among the considered ones: the role of
shared social groups outranks in predictive power direct online
interactions, social feedback, bag-of-words, and sentiment-based
features. This result confirms the importance of homophily as a
determinant of social behavior [7]. We show which specific topical
groups are most predictive of Trump support in Section 5.2.

Social feedback. Reddit scores obtain an F1-score of 33.7%±1.0,
almost as high as participation. We remark that, in order to dis-
entangle as much as possible participation and scores, we take
the population average score for the subreddits a given user did
not participate in. Therefore, such a high score suggests a rele-
vant role for social feedback and conformity: individuals that were
positively or negatively welcomed by certain communities land
on r/The_Donald four years later. We look at which community’s
feedback has this effect in Section 5.2. The independence of scores
and participation is confirmed by the increase in F1-score when
using both feature sets together, as we show at the end of this
section.

While for the other feature sets the best classifier is logistic
regression, for score-related features random forest has a better
outcome. Since random forest is a non-linear classifier, its advantage
suggests a non-linear relationship between Reddit scores and the
likelihood of supporting Donald Trump.

Direct influence. The effect of interactions, with an F1-score
of 26.7% ± 0.7, seems to be much lower than the one of scores and
participation. By using a class-proportional random baseline, we
obtain an F1-score of 15.2% (close to 15.8%, the proportion of Trump
supporters). Direct interactions are therefore still a better predictor
than random. We investigate in depth the correlations discovered
on direct interactions by using the bisected interaction feature set
at the end of this section, and by analyzing which are the most
important features in Section 5.2.

Language. Finally, linguistic features perform quite poorly. Sen-
timent, with an F1-score of 16.4% ± 13.4 is as predictive as the

Table 2: For each of the most predictive feature sets, we re-
port precision, recall, F1-score, and area under ROC curve.
We only report the performance obtained by the best algo-
rithm between logistic regression and random forest. All
classifiers are 5-fold cross-validated and use information
from 2012 to predict Trump support in 2016.

Precision Recall F1 AUC

Participation 0.25 0.56 0.34 0.68
Score 0.24 0.60 0.33 0.67
Interaction 0.18 0.52 0.26 0.55
Part. + Score 0.27 0.56 0.35 0.70

random baseline, and any classifier more complex than a decision
tree ends up overfitting. In other words, we do not observe any cor-
relation between the tone of writing and the likelihood of becoming
a Trump supporter. The bag-of-words features perform better, but
with 25.9%±1.0 of F1-score they are much worse than participation,
and still worse than interaction. This result suggests that simple
language models are worse predictors of Trumpism than common
social groups.

Combined features. Now, we measure the predictive power of
pairs of feature sets used together: participation and scores, partici-
pation and interactions, and interactions and scores. Results show
that, first, adding the interaction feature set to any other one does
not improve their predicting power. The results for participation
and interactions are the same as those for participation, and for in-
teractions and scores are also the same as those of scores only. These
results strengthen our conclusion that direct online interactions
on Reddit are not a decisive factor in determining who becomes a
Trump supporter four years later. Instead, when we combine par-
ticipation and scores, results improve slightly compared to the best
of the two. This fact suggests that these two types of interactions
provide a partially orthogonal signal. The most important signals
we find are therefore homophily and social feedback, while we find
only limited effects of social influence. Combining participation
and score thus constitutes our best social features-based classifier.

We analyze in detail the performance of this last model in pre-
dicting Trump support four years in advance. This model obtains a
precision of 27% and a recall of 56%. Let us remind that the fraction
of Trump supporters in our focus group is 15.8%. By taking the
probability assigned by the best classifier to each user we obtain a
score indicating the propensity of a Reddit user to become a Trump
supporter.We evaluate the predictive power of this propensity score
with a ROC curve in Figure 1. The area under ROC curve for this
model is 0.70. We report these results, along with the models for
participation, scores, and interactions taken individually, in Table 2.

Bisected features.We now turn our attention to bisected fea-
tures. Recall that by bisecting we mean dividing the subreddits
in a certain feature set (Scores or Interactions) in two groups, de-
pending on whether a subreddit has a fraction of future Trump
supporters larger (T ) or smaller (N ) than average. As such, these
features contain future information, not originally available in 2012,
but have a coarser granularity. They allow us to investigate the
effect of influence of (future) Trump-supporting users in contrast
with the rest, both for direct influence and social feedback. First, we
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Table 5: Logistic regression coefficients for the most impor-
tant features in the participation feature set. On the left we
have the top 30 features with largest β coefficient; on the
right, the top 30 with smallest β coefficient.

Trump supporters Trump non-supporters

Subreddit β Subreddit β

r/Conservative 0.3815 r/raspberry_pi -0.2847
r/Libertarian 0.3740 r/TrueAtheism -0.2577
r/conspiracy 0.3733 r/AskCulinary -0.2355
r/4chan 0.3341 r/comics -0.2249
r/circlejerk 0.3107 r/rpg -0.2186
r/NoFap 0.2918 r/ireland -0.2034
r/Entrepreneur 0.2539 r/Fantasy -0.1983
r/ImGoingToHellForThis 0.2510 r/explainlikeimfive -0.1944
r/trees 0.2482 r/environment -0.1892
r/MensRights 0.2482 r/doctorwho -0.1878
r/guns 0.2293 r/polyamory -0.1806
r/blackops2 0.2110 r/scifi -0.1777
r/runescape 0.2031 r/books -0.1772
r/Anarcho_Capitalism 0.1937 r/askscience -0.1738
r/Catholicism 0.1931 r/london -0.1691
r/leagueoflegends 0.1920 r/britishproblems -0.1687
r/nfl 0.1843 r/Homebrewing -0.1632
r/starcraft 0.1714 r/programming -0.1521
r/CCW 0.1638 r/gadgets -0.1501
r/breakingbad 0.1631 r/AndroidQuestions -0.1463
r/investing 0.1624 r/listentothis -0.1462
r/AdviceAnimals 0.1589 r/hiphopheads -0.1397
r/DeadBedrooms 0.1577 r/boardgames -0.1336
r/Firearms 0.1551 r/asoiaf -0.1292
r/Advice 0.1537 r/whatisthisthing -0.1244
r/seduction 0.1518 r/lgbt -0.1187
r/Christianity 0.1455 r/cringepics -0.1175
r/golf 0.1453 r/ukpolitics -0.1136
r/mylittlepony 0.1437 r/Python -0.1089
r/POLITIC 0.1423 r/baseball -0.1080

in the usage of words by Trump supporters. Table 4 reports the
most discriminative words. In general, these features are not easily
interpretable, but we can discern some noticeable patterns.

Trump supporters in 2012 were more likely to use the word
liberal and the word libertarian. We can surmise that the former
is an insult and the second is a self-description, but there is no
direct way to confirm this conjecture by looking at the model alone.
However, we shall see some confirmatory evidence in the analysis
of participation features. Moreover, they use terms such as cop,
possibly linked to the law-and-order views promoted by Trump;
and home, perhaps related to a pronounced attention to concepts
such as family values, or homeland.

On the opposite side –the words least used by Trump supporters
in 2012– we note terms vaguely related to civil rights such as
abuse, reporter ; and the word palestinian, possibly acknowledging
claims of Palestinians. However, in general also the features on
this side are hard to interpret. We shall now see how, by using the
more predictive participation-based classifier, we are able to draw
a clearer portrait.

Participation features.We have seen that this is the best sin-
gle feature set in terms of prediction accuracy. Table 5 shows the 30

most important features for each of the two classes. Here, each fea-
ture represents participation (writing a comment) in that subreddit
in 2012. The model coefficients are larger than for the bag-of-words
features.

The most discriminative features are related to political views.
Conservative and libertarian groups are the most correlated with
Donald Trump support. This finding is consistent with the idea that
Trump’s coalition is a part of the so-called “libertarian authoritari-
anism”, which conflates needs from both ideological camps [4].

We also recognize topics and communities that are known to
be associated with Trump support. r/conspiracy is a community
devoted to conspiracy theories [15]; e.g., it covered extensively the
“pizzagate” hoax about child sex rings operated by Democratic party
officials. This observation backs the theory that some fringe groups
have merged into the mainstream political discourse [30].

The website 4chan, a “politically incorrect” discussion board, has
been linked to the “alt-right movement” in a previous analysis [26].
We find that participation to the r/4chan subreddit in 2012 is the
fourth most predictive feature in this set. Other politically incor-
rect groups are also correlated with Trump support. For example,
r/ImGoingToHellForThis is a community devoted to shocking
and vitriolic humor.

Some interests and hobbies clearly emerge among the most pre-
dictive subreddits for Trump support, while others seems to anti-
correlate with Trump support. An interest in firearms is strongly
correlatedwith Trumpism (r/guns, r/Firearms, r/CCW [Concealed
Carry Weapons]). The same is true for several video games commu-
nities (r/blackops2, r/runescape, r/leagueoflegends,
r/starcraft). Instead, other hobbies are anti-correlated, for in-
stance, tabletop games (r/boardgames, r/rpg). Cuisine and do-it-
yourself hobbies are among the most important: r/raspberry_pi,
r/AskCulinary, r/Homebrewing are strongly anti-correlated with
Trump support. Interests in literature and art is an equally impor-
tant predictor (r/books, r/comics, r/ListenToThis, r/Fantasy,
r/scifi).

Religion is also central in the separation: among those correlated
with Trump support we find r/Catholicism and r/Christianity;
among those anti-correlated, instead, one of the most predictive is
r/TrueAtheism. This finding is consistent with the idea that, for
many Americans, Trump was “a symbolic defense of the United
States perceived Christian heritage” [36].

Some of the communities correlated with Trump support are re-
lated to interests such as entrepreneurship and investing. This could
suggest both support from wealthy persons, or from those with a
self-made attitude. Status threat (as opposed to economic hardship)
has been indicated as a common trait in Trump support [29].

Several subreddits with predominantly male demographics ap-
pear among those correlated with Trump support, consistently with
previous findings [3]. One of them, r/MensRights, is focused on
the defense of male interests against feminism. From a sexual ori-
entation point of view, we observe a very clear division between
Trump-associated subreddits and the anti-correlated ones. The lat-
ter group includes gender, sexual, and romantic minorities, such
as r/polyamory and r/lgbt. The subreddits most positively corre-
lated with Trump are mostly masculine: for instance, r/seduction,
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A word on signed networks:

I There is a shortage of signed networks! E.g. check:
I https://snap.stanford.edu/data/ 9 out of about 120 are signed.
I http://konect.cc/ 8 out of 1,326 are signed.

I Annotating user interactions with signs is challenging. Ideas are welcome!

https://snap.stanford.edu/data/
http://konect.cc/


To conclude, a personal note: we won’t solve this with algorithms alone.

Thanks for listening, and thanks to all researchers working in the field, especially present and past
members of the group led by Aris Gionis at Aalto/KTH.

bruno.ordozgoiti [at] aalto.fi
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